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Abstract. Surface grid generation and the subsequent
volume grid generation is the key to unstructured grid-
based computational simulation. The baseline entities of
the surface models under consideration for use with the
proposed surface grid generator are curves and surfaces.
There is a necessity to establish a topology relation
between the curves and surfaces, prior to a surface grid-
ding process. The present paper addresses issues related
to this topology abstraction. Effort has also been made
to generally discuss how to bridge the gap between CAD
modelling and surface gridding. The proposed procedures
have been incorporated into an Interactive Geometry Util-
ity Environment (IGUE). The IGUE is a sub-environment
of a Parallel Simulation User Environment (PSUE), which
has been developed for unstructured grid-based compu-
tational simulation. Arbitrary computer application
software can be integrated into the environment to provide
a multi-disciplinary engineering analysis capability within
one unified computational framework. Examples of compu-
tational applications have been included in the present
paper, to demonstrate the use of the PSUE and geometry
preparation procedure with an emphasis oftopology
abstraction.

Keywords. Computational simulation; Geometry
modelling; Grid generation; Surface model; Top-
ology abstraction; User environment

1. Introduction

Over the past decade, significant progress has been
made in the development of algorithms for the
construction of unstructured grids of triangles and
tetrahedra. Such advances have progressed in paral-
lel with algorithms for problem-solving in compu-
tational science and engineering, such as compu-
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tational fluid dynamics. Traditionally, the generation
of grids has been an intricate process, in which data
files are manually constructed and manipulated, and
control files edited. In practice, the time consuming
aspects of the generation process are exacerbated,
since several grids are usually generated prior to
the analysis cycle. Often, geometries are defined
with a combination of formats, including analytically
and numerically defined components and, in some
cases, the individual components may not fit together
smoothly, resulting in either overlaps or disconti-
nuities. The user is often faced with the requirement
to become intimately familiar with the geometry,
being required to have detailed knowledge of co-
ordinate values at key parts of the configuration.
Although the algorithms for the generation of grids
have advanced and matured, the process of building
grids is still time consuming and far from automatic.

Existing geometrical modelling systems, which
deal with real-life CAD models, usually do not
provide information specially required by grid gener-
ators. Many grid generators have their own require-
ment of additional information other than pure
geometry definition, and there has not been a stan-
dard for such requirement yet. Major efforts of
development and applications in the geometry mod-
elling community and the computational simulation
community have been made in their own ways.

Several commercial and semi-commercial pack-
ages, such as ANSYS, have been developed in the
computational simulation community to deal with
grid generation, and incorporate more and more
geometry modelling capabilities. These systems are
able to perform geometry operations and grid gener-
ation from their native geometry description in a
seamless manner.

On the other hand, in the computational simul-
ation community, efforts have continuously been
made to develop systems in order to bridge the gap
between the CAD and grid generation systems. The
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capabilities of interest include: (1) bringing CAD
geometries to grid generators as accurate as possible;
(2) creating the necessary information for grid gener-
ators such as grid spacing requirement; (3) providing
a mechanism for checking the integrity and quality
of the CAD models, with respect to the requirement
of grid generators; (4) creating the missing infor-
mation of geometry models in the grid generation
stage; and (5) providing an interactive environment
to visually steer the grid generation process for
complex geometry configurations.

The present work is to develop an environment
for controlling unstructured grid-based multi-
disciplinary computational simulation. The
geometry capabilities equipped are oriented to the
grid generation needs. In the present paper, an
attempt is to be made to address issues related to
connecting CAD modelling and grid generation.
Emphasis is to be given to the topology abstrac-
tion, which is of key importance to the proposed
surface gridding process. Finally, examples are to
be investigated against the effectiveness of such
geometry preparation.

2. Parallel Simulation User
Environment

Advances in computer hardware, particularly in the
area of computer graphics workstations, have intro-
duced the possibility of reducing or eliminating
some of the more tedious aspects of the user
intensive tasks in grid generation. The Parallel
Simulation User Environment (PSUE) [1–3] has
been developed for pre- and post-processing for
unstructured grid-based computational simulation.
The attractive aspect of the unstructured grid tech-
nology is the ease and speed with which complex
geometrical configurations can be treated [4–6].
Arbitrary computer application software can be inte-
grated into the environment to provide a multi-
disciplinary engineering analysis capability within
one unified computational framework. The PSUE
harnesses state-of-the-art high performance comput-
ing and networking to provide a software environ-
ment for a diverse range of application in compu-
tational field simulation.

The PSUE consists of the following generic
modules: geometry builder, geometry repair, grid
generation/analyser, data analysis, database, numeri-
cal libraries, computing platforms, and system tools.
Applications can be coupled into the PSUE as ‘user’
applications. A general schematic of these modules

is shown in Fig. 1. The PSUE consists of a main
process and sub-processes of the modules integrated.
Figure 2 is a snapshot of the main session of the
PSUE during a run time, in which the main PSUE
manages the memory and controls individual sub-
processes. Five geometry builders are opened with
three iconisied, while two grid generators and one
grid analyser are invoked, all iconisied.

The PSUE provides an enhanced capability for
complex and multiple problem definition. Develop-
ments aim at integrating CAD and grid generating
capabilities, addressing end-user requirements and
data formats. This will include the provision of tools
to correct invalid geometries, a graphics environment
for guidance through the grid generation process
with visual validation of each step, and robust and
computationally efficient unstructured grid gener-
ation modules. The central functionality of the PSUE
is grid generation, and the geometry manipulation
capability is primary to the PSUE. Moreover, the
associated geometry handling modules form a sub-
environment, which is referred to as an Interactive
Geometry Utility Environment (IGUE) [7]. This sub-
environment essentially consists of a geometry
builder and a grid generation interface. The under-
pinning data structure of this geometry builder is
based on Non-Manifold topology.

The IGUE provides elementary CAD capabilities
including creation of points, curves and surfaces,
and clipboard operations such as copy, paste, mirror
and transformation. The IGUE enables the user to
build simple geometries with ease by using geometry
templates. The corresponding data format is based
on CAD input and utilises IGES geometry files,
although specialised data formats are also supported.
The essential use of this capability is to build simple
shapes, such as outer boundaries to close domains,

Fig. 1. A general schematic of the Parallel Simulation User
Environment (PSUE).
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Fig. 2. A selection of windows from the PSUE driving a typical user session.

and to provide the functionality to construct back-
ground grids and grid source data which are used
to control the grid generation process.

The IGUE has been equipped with geometry
validation procedures, which provide checking of
validity and completeness of a surface model, and
guidance of correcting the geometry. Of importance
is the topology abstraction functionality, which is
embedded in a GUI panel to provide automatic or
manual specification of topology relation between
support surfaces and trimming curves in terms of
loops attaching to the surfaces. The topology
abstraction functionality is the main theme of the
present paper.

The grid generation interface, under the IGUE, is
a common framework for all the grid generators
integrated into this environment. The grid generation
interface is initialised from the main PSUE or from
the geometry builder. Under the grid generation
interface, the data preparation facility can invoke
the geometry builder for geometry importing or
building, and background grid and source definition
setup. It also allows for the geometry repair module
to be initialised.

The grid generation interface allows the user to
set up grid types, parameters, and file manipulation.
The parameters used in grid generation differ ac-

cording to the different grid types to be created and
they control the grid generation process. Within the
interface, there are two computer platform options
for the user to choose: local machine and remote
machine. For the remote machine option, a remote
access tool is invoked. Additionally, a parallel
machine can be setup by initiating parallel tools
from the computing platform module. In this case,
parallel grid generation can be executed with moni-
toring on a local host.

3. Surface Models for Grid
Generation

The grid generators connected within this environ-
ment are of general purpose. They are able to
generate surface and volume grids as well as planar
isotropic, anisotropic and hybrid grids. The geo-
metries for two-dimensional grid generation consist
of curves, for surface gridding they are made up of
surfaces and loops, and volume grids are based on
their corresponding surface grids. In the present
paper, only three-dimensional geometries are con-
sidered. As a volumetric grid is based on a corre-
sponding surface grid, the volume grid is almost
always possible as soon as the surface grid is closed
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surrounding a volumetric domain. Therefore, the main
activity associated with the geometry preparation is to
define a valid surface model. Hence, attention is
only given to model description for surface gridding
in the present paper.

Nowadays, real-life CAD models are represented
in NURBS format [8], thanks to the excellent math-
ematical and algorithmic properties, and the success-
ful industrial applications of NURBS. However,
many grid generators usually deal with geometries
in forms of lower order, such as bi-cubic surfaces,
due to historical reasons of the computational simul-
ation community. The current version of grid gener-
ators integrated in the PSUE treat geometries rep-
resented by bi-cubic surfaces and cubic splines,
although they could be extended straightforwardly
to deal with NURBS entities. Currently, within the
IGUE, all the surfaces are treated as bi-cubic sur-
faces, and the curves are defined as cubic splines.
Though the conversion from NURBS to cubic
splines is non-trivial, and not always possible due
to the facts such as tolerancing issues, we describe
surfaces models and address the associated topology
abstraction in a form of cubic spline without loss
of generality.

Usually, a surface model does not consist of
complete surfaces; there are intersections between
surfaces, and ruled surfaces. Therefore, the geometry
definition for gridding includes support surfaces, and
loops (that is, sets of curves) with the appropriate
specification of regions to be gridded. Figure 3
illustrates a support surface, loops, and the corre-
sponding grid. It can be seen that each region is
defined by one loop of curves, and is embedded by
a support surface to represent its interior.

Fig. 3. A support surface, loops and the corresponding grid.

3.1. Cubic Splines

As a constitutive entry of a loop, a curve is defined
in the form of cubic spline. The property of cubic
order ensures the compatibility between this kind of
splines and the surface patches describing boundary
surfaces to be mentioned in the following sections.

In three dimensions, the three coordinate compo-
nents along a curve are considered to be independent
of each other, and cubic spline interpolation is used,
respectively. Without loss of generality, let us con-
sider an interpolation in a two-dimensional plane.
Given a set ofn points (xi, yi) (i 5 1, . . ., n) with
assumption ofx1 ,x2 , . . . ,xn. If function S(x)
satisfies the following three conditions, then it is
referred to as a cubic spline function passing the
given n points:

(1) S(xi) 5 yi (i 5 1, . . ., n);
(2) S(x) is a 3-degree polynomial on an interval [xi,

xi 11] (i 5 1, . . ., n–1);
(3) There exist continuous first and second deriva-

tives of S(x) on interval [x1, xn].

It is well-known that functionS(x) exists and is
unique if one of the following boundary con-
ditions holds:

(a) The first derivative ofS(x) is given at both end
points of interval [x1, xn], that is, S9(x1) 5 a1

and S9(xn) 5 an, wherea1 and an are knowns.
(b) The second derivative ofS(x) is zero at both

end points of interval [x1, xn], that is, S0(x1) 5
S0(xn) 5 0.

(c) The function S(x) is periodical, andS(x1) 5
S(xn), S9(x1) 5 S9(xn) and S0(x1) 5 S0(xn) hold.

In the current application, condition (b) is
assumed. For use of this interpolation formulation,
it is reasonable to assumexi 5 i (i 5 1, . . ., n).
During the point generation for each curve, arc
length and spacing control source have been taken
into account. The separation (spacing) between two
generated points is measured in terms of arc length
along the aforementioned spline. The desired spacing
is described by the background grid and control
sources, such as point, line and triangular sources.

3.2. Bi-Cubic Surfaces

An arbitrary surface is usually defined using a finite
number of points. Within this geometry utility
environment, the underlying surface definition is
given by means of Coons patches, for geometry
operations such as surface reconstruction, surface-
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surface intersection, and even the associated surface
grid generation. The Coons patch technique uses the
given data to construct a numerical model of the
surface so that any point on the surface may be
obtained in terms of two parameters. The Coons
patch uses continuity of slopes of the surface as
well as the point data. Hence, this formulation
results in a smooth representation of a three-
dimensional surface.

The Coons patch technique is a method of surface
representation which requires a surface mesh of
quadrilaterals and for each patch the coordinates of
the surrounding points are used to produce an equiv-
alent parametric element in a bi-cubic form. Using
the parametric patch, the problem is reduced from
three dimensions to two dimensions, and the Car-
tesian coordinates anywhere on the surface may be
calculated using the parametric patches.

The bi-cubic patch of parametric coordinates (j,
h) is given by

X(j,h) 5 F(h)AF(j)T (1)
(0 , j , 1 and 0,h , 1)

whereX(j, h) 5 [x(j, h),y(j, h),z(j, h)]T and F(u)
5 (F1(u), F2(u), F3(u), F4(u)). Each component of
F(u) has cubic poperties, which ensures continuity
and smoothness throughout the surface. Actually,
F(u) takes the form of Hermite blending functions

5
F1(u) 5 (1 1 2u)(u 2 1)2

F2(u) 5 u2(3 2 2u)

F3(u) 5 u(1 2 u)2

F4(u) 5 u2(u 2 1)

(2)

The 43 4 matrix A containing coordinates, tan-
gents and twists on a patch can be expressed as

A 53
X(0,0) X(0,1) Xh(0,0) Xh(0,1)

X(1,0) X(1,1) Xh(1,0) Xh(1,1)

Xj(0,0) Xj(0,1) Xjh(0,0) Xjh(0,1)

Xj(1,0) Xj(1,1) Xjh(1,0) Xjh(1,1)
4 (3)

where X 5 (x, y, z)T, Xj 5 ­X/­j, Xh 5 ­X/­h
and Xjh 5 ­2X/­j­h, and the coordinates (j, h)
take values of 1 or 0, depending upon the parametric
position. Such a patch is often referred to as a
tensor-product surface.

This (j, h) coordinate system is for one patch
only with (0 , j , 1 and 0, h , 1). An overall
parameter coordinate system can be introduced for
a surface as composite patches, and is denoted as
system (u, v). Without loss of generality, it is con-
venient to assume thatu and v take integral values

at nodal points for the overall surface. Referring to
Fig. 4, the components ofA can be rewritten in
terms of the parametric coordinates as

Xj(uk,l,vk,l) 5 fk,l

­X
­jk,l

5 fk,lXu(uk,l,vk,l) (4)

Xh(uk,l,vk,l) 5 gk,lXv(uk,l,vk,l) (5)

Xjh(uk,l,vk,l) 5fk,lgk,l

­2X
­jk,l­hk,l

5fk,lgk,lXuv(uk,l,vk,l) (6)

where uk,l and vk,l are parametric coordinates, and
fk,l and gk,l are the curvilinear arc lengths along the
u and v directions, respectively.

Using notations given in Fig. 4, Eq. (1) can be
written as

X(u,v) 5 F(h)BF(j)T (7)

with the B matrix consisting of

B 5

3
Xk,l Xk11,l fk,lXk,l

u fk11,lXk11,l
u

Xk,l11 Xk11,l11 fk,l11Xk,l11
u fk11,l11Xk11,l11

u

gk,lXk,l
v gk11,lXk11,l

v (fg)k,lXk,l
uv (fg)k11,lXk11,l

uv

gk,l11Xk,l11
v gk11,l11Xk11,l11

v (fg)k,l11Xk,l11
uv (fg)k11,l11Xk11,l11

uv )
4 (8)

where Xu 5 ­X/­u, Xv 5­X/­v, Xuv 5 ­2X/­u­v,
and thek and l subscripts indicate the position on
the Cartesian grid.

3.3. Surface Grid Generation

Basically, the surface grid generation consists of
two steps. It first generates points on curves, that
is, on loops. Then each individual region surrounded
by a loop is dealt with in a sequence for the creation
of triangular elements. As the region is supported

Fig. 4. Notations of parametric coordinate system (j, h) and (u,
v) for a surface consisting of patches.
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by a bi-cubic surface, the surface grid generation is
performed within the corresponding parametric
space. The front advancing method [9,10] has been
employed in the surface gridding. Although the
coordinates in parametric space are used to describe
a spatial point, its physical coordinates in three
dimensions are also used as a dual representation.
Moreover, the controls such as point spacing are
performed in the physical space.

A question should be raised regarding how to
calculate the parameter coordinates of a point on
the surface given by its physical coordinates, when
the initial front is to be generated for surface grid-
ding in a parametric plane. This question is to be
answered later when the proximity of a point and
a surface is considered.

3.4. Underlying Geometry Data

Basically, a support surface can be specified by
given coordinates of certain points on the surface,
and a curve also can be given by specifying associa-
ted points. A loop consists of a group of curves, and
further, it is attached to a surface. This attachment is
referred to as a topology relation, which should be
established prior to surface grid generation. This
information can be imported together with the basic
surface and curve definition from external geometry
modellers, in addition, it can be automatically gener-
ated within this environment or manually by utilizing
the topology relation panel. For the automatic speci-
fication, an algorithm of surface topology abstraction
is involved.

The present environment has been developed
with an orientation towards grid generation for
computational science and engineering, rather than
as a generic geometric modelling tool. Surface
description can be built externally and then
imported into this environment. An example of
data exchange format employed is IGES. Apart
from imported geometry data, geometric models
can be built within this environment. A simple
example of this type of utilization is building an
outer boundary for a domain. However, the
equipped functionality enables the user to modify
and validate the models, to enhance local features,
and even to specify sophisticated controls to grid
generation in various ways.

3.5. Utilization of CAD Data

For real industrial applications, CAD systems are
generally utilized. To bridge the gap between

CAD systems and the IGUE for use of the grid
generation technique, CAD data exchange is a
must. However, such a data exchange is only part
of the solution. Data transfer only provides the
exchange of geometry entities as it is. A CAD
model usually requires significant modification,
even if it is a clean model, to get it into a
form suitable for grid generation and then for
computational simulation.

For a surface gridding algorithm oriented to bi-
cubic surfaces, all other types of surfaces from the
CAD model should be converted into bi-cubic class.
Curves other than cubic splines should be converted
as well. This task sometimes causes inconsistence
of accuracy and tolerance between the original and
the resulting entities.

To upgrade a drawing based CAD model into
a surface model may well be an ill-defined process
[11]. For instance, a wireframe model lacks infor-
mation about support surfaces. In such a case, the
included surface reconstruction panel can be used
to construct a surface to fill the region bounded
by the wires, on the basis of these wires and
adjacent surfaces. On the other hand, for regions,
of which the bounding curves are not yet defined,
the surfaces can be used to figure out the required
curves by means of using a surface-surface inter-
section panel.

While the data exchange can be fully automatic
with IGES, the repair and modification process are
typically subjective, application specific, and require
engineering judgment. Therefore, they are not read-
ily automated. In the manufacturing design, engin-
eering analysts are increasing being pressed to re-
use or to upgrade CAD geometry in the cycle of
grid generation and computational simulation. A
routine procedure to automatize such repair and
modification is an ultimate task.

4. Topology Abstraction of Surface
Models

As mentioned previously, a region on a support
surface to be gridded is described in terms of a
loop. Therefore, the loop consisting of curves should
be attached to a particular support surface. This
process is referred to as topology abstraction. A
loop generator is provided to automatize loop con-
struction and topology abstraction (that is, assign-
ment of relations between loops and surfaces).
Before discussing further the automatic loop gener-
ation, basics on the proximity of a point and a
surface is considered.
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4.1. Proximity of a Point and a Surface

This distance can be evaluated either by numerical
minimization or when possible by computing the
implicit functional definition of the surface, that
is, Ax 1 By 1 Cz 5 0 for a plane, andF (x,y,z)
5 0 for a general surface. Considering the trade-
off between computing cost and resulting accu-
racy, we determine this distance by using the
following iterative procedure, taking into account
the native description of the surfaces in the current
systems. First check the distance between the
given point P and each of the corners of the
surface. If these distances are all big enough, then
try to find the distance between pointP and each
of the four edges of the surface. This can be
performed by means of line search minimization.
If the distances between pointP and all the edges
are big enough, then use minimization procedure
to find the minimal distance of pointP to the
interior of the surface. This procedure can be
performed by a number of trials of combinations
of line search minimization and search direction
adjustment in the parametric plane.

In certain circumstances, due to numerical pre-
cision issues, alternative approaches may be of inter-
est. One is named as selective splitting, which pro-
vides robustness, but is more costly. Assume the
surface under consideration is represented bynu 3
nv support points. Find one of these support points,
denoted asP1, which makes a minimal distance to
point P. The interval spacing of these support points
in the parametric plane is denoted asl0, and l0 5
1 obviously. Now consider a squareS1 centered at
point P1 with size l1 5 nsl1 5 3l0, wherens is the
number of splitting divisions of squareS1 (ns should
be even, sayns 5 6), and l1 is the corresponding
interval spacing. Then find a pointP2 on this grid
of (ns 1 1) 3 (ns 1 1) points, which makes a
minimal distance to pointP. Then consider a square
S2 centered at pointP2 with size l2 5 nsl2 5 3l1.

Following this way, a sequence of squaresSi

centered at pointPi with size li 5 nsli 5 3l i21 will
be obtained untilli or the distance between points
Pi and P is small enough. Figure 5 illustrates the
method of selective splitting in the parametric plane.
As l i 5 (3/ns)li21 5 . . . 5 (3/ns)il0 5 (3/ns)i, the
sequence of squares will converge to a pointP`

ultimately, or the minimal point is one of the grid
points on a square in the sequence.

It is obvious that pointP can be considered to
be on the surface if a surface point found makes
its distance to pointP small enough. This answers
the question raised previously how to calculate the

Fig. 5. Diagram for selective splitting method in the parametric
plane.

parameter coordinates of a point on the surface
given by its physical coordinates.

4.2. Automatic Specification

If all the support points of a curve are on a surface,
then the curve is considered to be proximal to the
surface. The loop generation procedure first establish
proximity relationship between curves and surfaces
in a given model data. Then it attempts to form
close loops to describe regions on the surfaces.
Figure 6 is a snapshot of the topology relation panel
in the geometry builder.

Figure 7 shows a sequence of four pictures. The
first one is the original surface model with infor-
mation on curves and surfaces. The second picture
provides loop information by highlighting one loop
and the associated surface, of which the correspond-

Fig. 6. Topology relation panel in the geometry builder.
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Fig. 7. Topology abstraction of the surface model of a teapot.

ing grid is given in the third picture. The last picture
finally shows the whole surface grid on the surface
of the teapot.

Often a CAD model comes with ambiguous infor-
mation of edges. For instance, there are duplicated
curves, curves partially overlapped, curves of a com-
mon location and different degree of discretization,
intersecting curves without common supporting
nodes, and curves which could not form a close
loop to define a region (see Fig. 8). For such cases,
the loop generator highlights them graphically to
prompt user involvement.

4.3. Manual Specification

These ill-defined surface models require manual
specification of loop information. Manual specifi-

Fig. 8. Examples of invalid surface description.

cation is also providedvia the topology relation
panel. During this specification, loops should be
constructed first, then the relationship between loops
and surfaces established. The visualization facility
including features of hiding and showing a part of
the model facilitates interactive discovery, location
and fixing of the bad curves and loops.

Additionally, it is a challenging task to implement
such a loop generator which works for arbitrary
complete surface models, as many factors affect
the robustness of the generator. Therefore, manual
specification is necessary when difficulty has been
encountered in the related cases.

5. Examples of Computational
Applications

5.1. Metal Forming

Ring rolling is a versatile metal forming process for
manufacturing seamless annular forgings. Figure 9
depicts schematics of a radial-axial rolling mill with
guide rolls [12]. Figure 10 gives a visual represen-
tation within the IGUE of the geometry, surface and
volume grids of the ring and tools during rolling,
where the grids are cut to provide an internal view.
The automatic loop specification procedure has been
conducted to create the valid surface model in the
context of region information.

5.2. Aerodynamics

An example from computational fluid dynamics
has been analyzed under the PSUE with its sub-
environment IGUE. The example results in the
simulation of compressible flow around the Dassault
Falcon executive plane which has been performed
using software developed for parallel architecture
computers.

The geometry definition of the aircraft is imported

Fig. 9. Schematics of ring rolling.
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Fig. 10. Visual representation of the geometry, surface and volume grid of ring and tools during rolling.

into the IGUE, it describes half of the aircraft.
Figure 11 shows the configuration of the whole
aircraft with a half mirrored from the original. It
has been seen from Fig. 11, that the imported data
consists of support surfaces and curves. Sub-
sequently topology abstraction has been performed
to create loops attaching to surfaces, which describe
regions to be gridded on the surfaces. The initial
geometry definition does not include the symmetry
plane and farfield boundaries necessary for generat-
ing a grid suitable for flow simulation. However,
the geometry templates available in the IGUE are

Fig. 11. Surface model of the Falcon aircraft.

capable of creating the appropriate farfield boundary,
as either a hemisphere or half cylinder, which is
adjacent to the symmetry plane created for the
geometry.

Then the completed geometry is passed through
a surface topology extraction algorithm, which uses
the information of curves and surfaces to establish
loops and to check the geometry definition for com-
pleteness. In case for a dirty model geometry repair
and sometimes even manual topology specification
is desired.

Based on the surface model, the grid generation
module creates a surface grid and then a volume
grid. Figure 12 illustrates a part of the surface grid
and a part of volume grid for the aircraft. The
visualization of the volume grid is shown in the
form of the triangles on the surface of the volume
elements cut by a user specified cutting cylinder.
The flow simulation has been carried out using a
CFD code. A CFD solution has been obtained, as
shown in Fig. 13, which shows the contours of
pressure on the surface of the aeroplane.

6. Conclusions

The PSUE provides an enhanced capability for com-
plex and multiple problem definition for unstructured
grid-based computational simulation. It features vis-
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Fig. 12. Visual representation of the geometry, surface and volume grid (with cutting plane) for the Falcon aircraft.

Fig. 13. Pressure contours for Falcon aircraft flow simulation.

ual steering of grid generation, which includes the
provision of tools to correct invalid geometries, a
graphics environment for guidance through the grid
generation process with visual validation of each
step, and robust and computationally efficient
unstructured grid generation modules. The essential
geometric capability of the PSUE is provided
through its sub-environment – IGUE.

For real computational applications, geometry data
preparation is time consuming and far from auto-
matic. To bridge the gap between CAD modelling

and surface gridding, related issues have been ident-
ified, and efforts have been made to develop algor-
ithms for automatizing this process. For arbitrary
geometries, fully automatic procedures such as top-
ology abstraction are challenging to implement, all
the efforts are steps towards automation.
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